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Hot electron diagnostic in a solid laser target by buried K-shell fluorer technique 
from ultra-intense (3~10~ '  W/cm2, 5 500 J) laser-plasma interactions on the 

Petawatt laser at LLNL 

K. Yasuike, M.H. Key, S.P. Hatchett, R.A. Snavely 

Abstract 
Characterization of hot electron production (a conversion efficiency from laser 

energy into electrons) in ultra intense laser-solid target interaction, using 1.06 pn 
laser light with an intensity of up to 3 ~ 1 0 ~ '  W cm-2 and an on target laser energy of 
5500 J, has been done by observing E$ as well as K, emissions from a buried Mo 
layer in the targets, which are same structure as in the previous 100 TW experiments 
but done under less laser intensity and energy conditions (I 4 ~ 1 0 ' ~  Wcm-' and I 30 
J). The conversion efficiency from the laser energy into the energy, carried by hot 
electrons, has been estimated to be -50 %, which are little bit higher than the previous 
less laser energy (- 20 J) experiments, yet the x-ray emission spectra from the target 
has change drastically, i.e., gamma flash. 
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1. Introduction 
In experimental study, characterization of hot electron production at the target- 

laser interaction region under high intensity and high laser energy is relevant to fast 

igniter scheme for ICF and crucial to understand other high intensity physics as well 

as for designing the full-scale fast igniter in NIF. The fast ignition (FI) scheme, 

originated by M. Tabak [ 13 and recently discovered very efficient ion acceleration 

phenomena at LLNL on Petawatt experiments, one of which potential application is a 

fast igniter adapting those ions [2] to make a hot spark, all depends on hot electron 

generation at the laser-target interaction region [3-61. Accurate characterization of hot 

electron production is indispensable to estimate a needed laser energy for both types 

of FI to design full scale NIF fast igniter configuration, since an efficiency of hot 

spark generation by both the FI schemes is a function of the conversion efficiency of 

hot electron production, as well as to understand the physics around the high intensity 

laser interactions. There must be optimal laser intensity to generate optimal hot 

electron energy for the applications, e.g., fast igniter, which will be different for 

electron fast igniter and ion fast igniter and to maximize hot electron or ion number 

within the useful energy window in whole spectrum (fig. 1 ,) which determines the 

acceptance (emittance requirements.) This paper describes the results from the 

experiments with laser energy of 400 J up to 700 J, or on-target-energy of 280-500 J7 

and an on-target laser intensity of up to 3 ~ 1 0 ~ ’  W cm-2, which intended to test higher 

laser energy and intensity condition than the previous experiment series [7-91 done on 

the 100 TW laser system, which will be refereed as “the previous 100 TW 

experiments” in this paper, done under the laser intensity of 5 4 ~ 1 0 ’ ~  Wcm-* and the 

c 
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laser energy of I 30 J [7]. Larger amount of x-ray noises, e.g., gamma flash, was 

observed in these recent high laser-energy experiments. An optimization process for 

FI application may also need to consider this change, since it could dissipate an input 

laser energy into useless spectrum (of x-ray, thus of electron.) Investigation of effects 

of the laser intensity and energy on hot electron production, as well as following 

interesting related topics, is getting more important: 1) Directionality (angular 

distribution) of the hot electrons to form a spark for FI applications under a full scale 

FI configuration; 2) Spectrum or representative temperature(s), which might be a 

function of direction (angle); 3) Representative conversion efficiency from laser 

energy into hot electrons escaped to outside the target; 4) Time evolution of electron 

production, because timeframe required for FI is comparable to the disassembling 

time of the hot spot, which is order of 10 ps. The experiments cover the topic #3 

above and some portion of the topic #2. 

2. Experimental arrangement / Set-up 

Figure 2 shows experimental set-up. An ultra-intense laser light focused by a 

parabolic mirror irradiates a target. X-rays produced by energetic electrons produced 

at the laser-plasma interaction region are observed by an x-ray spectrometer located in 

backside (opposite to the laser irradiation side) of the target with an observation angle 

of 30 normal to the target. The parameter of the laser is an intensity of up to 3 ~ 1 0 ~ '  

Wcm-2, a laser energy of 400 to 700 J, and a pulse duration of 500 fs, which is fixed 

for all these experimental condition. The incident laser is hit normal to the target, so 

there can be ignored effects of the laser polarization direction. We used a charge- 
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coupled device (CCD) under operated single photon mode as an x-ray spectrometer. 

There are significant gamma flashes from the target and the target chamber wall 

surrounding it, so that some filters were needed to operate in “single photon” mode. 

Since the CCD need to be operated under single photon mode, we choose filter 

thickness so that the single photon mode operation are rather assured than to obtain 

good pixel (photon) number of objective lines with high background x-ray level, 

which will be discussed in later. Reducing the photon flux other than the objective 

lines from the target is crucial. There are three major sources of these x-rays: 1). x- 

rays directly from the target, 2) .  bremstrahlung x-rays produced from the electrons 

escaped from the target, and 3). photon pumped fluorescence x-rays. In this mode, 

lower energy x-rays far below the target lines at the CCD also need to be cut and it is 

difficult when environments has high flux of higher spectrum, which will produce 

fluorescence x-rays. So we located the CCD outside the target chamber to avoid these 

noise. The CCD was located, to reduce X-ray background noise, outside the target 

chamber with a distance of 4720 mm from the center of the target chamber, where a 

target is located. Between the target and the CCD, there is an aluminum vaccuum- 

atomospher septum of 0.8 mm thickness on the target chamber located about 1 m 

from the target. Additional aluminum filters are located between the target and the 

CCD. These filters are placed near the septum on the target chamber so the 

fluorescence x-ray from the aluminum filters have less solid angle than the material 

located near the CCD thus reduces fluorescence background photons from these 

materials. The total thickness of the filter, including the septum, was from 5.263 to 

r 
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7.635 mm of aluminum. There are 7 data shots analyzed. The parameters of set-up for 

each data shot are shown in the ”set-up” columns in the table I. 

2.1 Target structure (chosen thickness) 
In experiments, ultra-intense laser irradiates a target and generates hot electron 

at the laser-plasma interaction area on a front surface of the target. These electrons go 

through the target and emit characteristic K-shell x-rays of the target. The structure of 

the target is shown in the inset 1 in the fig. 2 and is same as for “the previous 100 TW 

experiments.” The target is constitute of three layers in order to separately measure 

the hot electron flux at a specific depth in the solid from the effects caused by 

electrons generated by lasers at the laser interaction region. The front layer is intended 

to simulate the mass density pR, in (electron) FI scheme that the electrons, generated 

by an ultra-intense laser, need to penetrate before reaching to the location to be 

heated. We used to be able to estimate the hot electron temperature from the stopping 

power differences by changing the front layer thickness, which method will work 

mainly in lower electron energy region (low laser intensity, the electron energy E has 

been proved to be expressed as E = I-0.3-0.5 empirically up to 10’~ Wcm-2 intensity [IO, 

111, however in these laser intensity regions, it turned out that it does not work very 

well as before. The front layer was made from Aluminum and chosen to be thickness 

of from 0.05 up to 0.22 g cm-2, that are same as “the previous 100 TW experiments” 

to compare and chosen to be relevant mass density (pR) to be penetrated for fast 

igniter scheme, which is pR of 0.5 cm-2 into heat a compressed fuel core, a density of 

200-600 g/cm3, to achieve a spark temperature of above 15 keV. The buried middle 
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layer is a tracer layer, which emits characteristic K-shell x-rays excited by hot 

electrons generated at the front surface through the front layer. These K-shell x-rays 

are observed by a spectrometer, so we can resolve the excitation information in a 

specific depth in the target material, where the tracer layer exists. We choose 

molybdenum for the tracer layer because Mo has high K-shell line energies, around 

17.4 and19.6 keV, respectively, for I($s with an intensity assignment ratio of 65.1 

photon emissions out of 100 K-shell vacancies and Kps with 11.8 emissions out of 

100 vacancies [12, 131, so the photon pumping by lower energy (environmental 

background) photons can be avoided. The tracer layer is chosen to be 50 pn thickness 

of Molybdenum. The last layer, or backside layer is made from CH of 1000 pm 

thickness, which “protects from” or avoid the reflex electrons from the target once 

escaped to outside the target sprung back to the tracer layer by a target potential 

charging up. The thickness of the tracer and the protective layers are fixed for all 

these data shots same as for “the previous 100 TW experimental conditions.” The cut- 

off energy of this protective layer is 570 keV for double pass (electrons which have 

gone through the tracer layer and the protective layer and come back to the target, 

shown as (3) in the inset figure 2 of the fig. 2) and 350 keV for a single pass electron 

((4) in the inset.) The relevant line energies and assignment fractions, can be observed 

by our spectrometer, are tabulated in the table 11. 

2.2 CCD x-ray spectrometer 

We used a cooled charge-coupled device (CCD) camera, XTENCCD-1024 

from Scientific Imaging Technologies (SITe)/Tektronix as an x-ray spectrometer, in 
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which each pixel in the CCD chip accepts one photon or nothing, that operation mode 

called "single photon mode." The CCD is placed in a small housing, pumped down to 

vacuum to cool down the CCD chip avoiding a moisture condensation on it, which 

has a polycarbonate window with a thickness of 6 mm as an X-ray entrance. The 

attenuation by the window for Mo K-shell lines (17-20 keV) is negligible. There are 

additional filters made from aluminum to control total flux on to the CCD. The CCD 

camera uses SITe SI-003A scientific-grade CCD chip [14], which has 1024 by 1024 

(1 mega) pixels (active area for each pixel of 24x24 pn2 each) and a depletion layer 

thickness of 7 pn. A temperature of the CCD chip was maintained to be -24 "C to 

-30 "C. The camera was used with a controller ST-138s from Princeton Instruments 

and the system has a dynamic range of 16 bit, which determines energy resolution and 

is sufficient for these experiments. Actual energy resolution is mainly determined by 

property of CCD substrate of Si, so we cannot utilize whole the 16 bit dynamic range 

to improve the energy resolution. Total pixel number in the CCD mainly determines 

the accuracy of the data, a dynamic range of each line. 

3 Monte-Carlo estimation for K-shell x-ray production in the target (universal 

curve) 

There are two important parameters to be interested: 1) absolute production 

efficiency, in photons str" J-', from electron energy into K-shell photon emissions, and 

2) conversion efficiency, in %, from laser energy into hot electrons. From the 

experiments, we can determine production efficiencies from laser energy into K-shell 

emission in photons str-' J-I. The purpose of Monte-Carlo simulation is to obtain 

c 
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absolute production efficiency, or the 100 % conversion efficiency; thus we can infer 

laser to hot electron coupling or conversion efficiency, which are very important for 

fast igniter conceptual design. The goal of the simulation/estimation is to obtain the 

“universal curves,” K-shell x-ray production efficiencies, or 100 % conversion 

efficiency from laser energy into hot electrons, from an unit laser energy input as a 

function of temperature (not an electron energy) for each distributions. The 

temperature or hot electron energy distributions in real laser conditions are needed to 

be measured experimentally. 

K-shell photon production efficiency, from the tracer layer in the target, by 

assuming electron flux, generated at the front surface (laser-plasma interaction region) 

and go through the target, is needed to evaluate the actual conversion efficiency for 

real experiments from unit laser energy into hot electrons. Generally, using thicker 

front layer cut lower energetic electrons and gives less background x-ray noise 

environments, but does not have sensitivity for the electrons below its cut-off energy. 

If there are high energy hot electron components far above the cut-off range, distorted 

temperature distributions from a conventional temperature distribution like Boltzmann 

or Maxwellian, the K-shell emission measurement method with varying the front 

layer thickness does not have a sensitivity to estimate temperature very accurately, 

even there isn’t hot-tail above few MeV. However convergence efficiency can be still 

inferred from K-shell emission measurements. 

c 

3.1 Monte-Carlo simulation modeling 
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We assumed same target structure and its dimensions used in the experiments 

(described in the sec. 2.1) for the Monte-Carlo simulation modeling. We first obtained 

conversion efficiency from an electron assumed to have monochromatic kinetic 

energy into K-shell x-rays as a function of monochromatic electron energy by a 

electron-photon interaction Monte-Carlo simulation code, named Integrated Tiger 

Code (ITS code) [15]. The code does not have effects of electric current conveyed by 

collective motion of charged particles. However it still gives good estimation and 

reasonable agreements with experimental results for the previous experimental series 

~91. 

It is rather more convenient and straightforward to a representative 

temperature, to delegate the hot electrons, assuming an energy distribution than using 

(monochromatic) energy to compare the conversion efficiency with real laser 

experiments. We choose several shapes of energy distributions of hot electrons to see 

effects of the distribution shape differences, i.e., Boltzmann: f(E) = e-Em / T, 

Maxwellian: f(E) = 2 E'' e-Em/ dn T3', and relativistic Maxwellian: f(E) = E2 e-Em / 

2T3, where E, T, f(E) is, respectively, electron energy, representative temperature of 

the distributions and number distribution of electron as a function of E. An absolute 

conversion efficiency as a function of representative temperature from unit hot 

electron energy into K-shell photons are thus obtained by integrating the distribution 

that is plugging in the electron-K-shell conversion efficiencies from the ITS code to 

the energy distribution for the temperature. 

3.2 Modeling results and behavior 
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Figure 3 is the universal curves for the experimental layer structure set for targets 

(front A1 layer: 200,400 and 800 p; tracer Mo layer: 50 pm fixed thickness; 

protective CH layer: 1000 pm fixed thickness) for the three temperature distributions, 

a Boltzmann, a Maxwellian, and a Relativistic Maxwellian. In lower energy region (5 

500 keV,) relativistic Maxwellian conditions give highest K, production among these 

distributions, since higher portion of the spectrum only contribute to the productions; 

however, in higher region, not very high energy parts do, and the Boltzmanns contain 

more lower energy parts than the others. Unit energy carried by electrons is 

distributed by an assumed distribution, so the total number of the electrons in each 

distribution, f(E) dE, is different. It is obvious from the “universal curve” that in 

higher electron energy, K-shell production efficiency is not very sensitive to hot 

electron temperature or shape of temperature distribution, however we can still 

estimate a conversion efficiency from K-shell photon yield, though it is hard to say 

about temperature (electron spectrum.) This is also plausible from the cut-off energies 

for electron of front layer thickness, 195,300 and 470 keV for 200,400 and 800 pm 

A1 layer, respectively. That is the case in these high laser intensity experiments both 

empirically and theoretically, as main lobe of the hot electron energy spectrum could 

be considered to be in same order of ponderamotive potential [ 161 theoretically 

determined by laser intensity, Upend { d( 1+ I h2 / 2.8) - 1 } x 5 11 [keV], where I and h 

are on target laser intensity in lo’* W cm-’ and wavelength of laser in p~ respectively, 

which comes to be 15.9 MeV in our experimental condition, or empirical expression 

E oc 

Wcm-2 (E I 7 6 0  keV) and will be 1.4 MeV if it can be assumed to be still varied for 

, where E is electron energy, which has been proved to varied up to 4 ~ 1 0 ’ ~  
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these intensity, however we should be careful that it has not been proven for the 

intensity level of these experimental region. Emission in Mo K, lines at the tracer 

layer are assumed to be proportional given in the tables II to the K, emission and 

estimated 100 % conversion efficiency Ka and KP production 

4. Calibrating and testing the CCD x-ray spectrometer 

The CCD is calibrated for actual eV/counts value for relevant x-ray lines and the 

efficiency for these lines (sec. 4.1). The energy resolution of the CCD is 

experimentally tested, which will be used to a starting point of binning processing for 

experimental results (sec. 4.2). We tested the configuration described in the sec. 2 on 

actual Petawatt experimental conditions and found that a relatively strong signal with 

a line location of -25 keV based on actual CCD calibration data In order to confirm 

the origin of this line, we tested the CCD on linac, which is described in sec. 4.3. 

4.1 CCD efficiency and eV/counts value calibration 

For specific CCD, we need to obtain eV/count value, and acquisition 

efficiencies of the CCD for relevant lines. For hard x-rays, a CCD will register 

different eV/count value to use as a spectrometer from the eV/count value for low 

energy photons, e g ,  visibles and UVs, which determined by the work function of Si 

(substrate material of the sensor) and a Fano factor [ 171, since Compton effect will be 

dominant in absorption process in high energy region. We used lo9Cd radioactive 

source for CCD calibration, which emits IwmAg 22 keV ?-rays. The source requires 

longer time of 300 s to accumulate to obtain enough events, which is considerably 
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longer than the accumulation period for actual data shots, thus register wider width of 

the peaks. In experiments, we used 10 ms of accumulation time for the CCD, which is 

sufficiently longer than the laser-interaction time-scale. An eV/count value and a 

CCD photon acquisition efficiency for the 109mAg 22 keV line were first obtained, 

and then the efficiencies for relevant objective lines are derived by using the photo- 

ionization cross-section values [18-201 of Si. The eV/count value was determined to 

be 22.2 evlcount. The CCD efficiencies for Mo K, and p were, respectively, 9.37 Yo 

and 6.54 % out of the photons hit CCD. The efficiencies for relevant lines in these 

experiments and the photoionization cross-sections for them are shown in the table 11. 

4.2 CCD energy resolution 

In actual experiments, an energy resolution is determined by both the eV/count 

value and effects of dark (background) subtraction. Typical background level of the 

CCD was 400 up to 900, depending on the CCD temperature and condition of the 

CCD controller. That dark level is same level of the counts corresponding to the 

signals by photons of relevant lines, so dark subtraction is necessary for data analysis. 

Subtracting the darks improves the energy resolution of the spectrometer and allows 

using smaller bin width for the data processing, which will be described later. In 

experiments, dark images were taken before and after each data shot with same CCD 

(temperature condition), and the dark were subtracted from the data images before 

any data analysis. In order to determine the effects of dark subtraction against the 

energy resolution, we tested to take dark images (null) without incident lasers to 

evaluate the reminders after dark subtraction. Examples of the histograms of these 
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dark subtracted null images are shown in fig. 4a. Each set of histogram bars in the 

figure shows different image accumulation time of the CCD. The shapes of 

histograms of the images are very close to Gaussian distributions and depend on 

accumulation time and the temperatures of the CCD. Using fig. 4a, we determined full 

width at the half maximum (FWHM) by fitting the data by a Gaussian (smooth curves 

in the figure), and plotted the FWHM as a function of accumulation time, shown in 

the fig. 4b. The actual resolution of the CCD can be considered to be the eV/count 

value times the FWHM. The FWHM is less than 9 counts for an accumulation time of 

less than one second. If the CCD is operated under single photon mode, we can expect 

that the resolution will be equal to the FWHM obtained from the null shot without 

incident laser light. Using least needed tight bin width is desirable in data processing, 

since the signals obtained by the CCD are in low level. A binning process in obtained 

histogram was necessary to get better (processed) signal-to-noise ratio. Each line 

width within the K-shell groups (a or p) is far narrower than the resolution of - 200 

eV and the binning width should be greater than the resolution width and greater than 

the width of the line groups. Operating temperature change of the CCD changes 

absolute level of noise floor, but the gain (eV/counts value) remains constants. 

Locations of the signal peaks slightly walk by fluctuation of the temperature. Which is 

clearly seen on the curve, a 300 s accumulated condition since the accumulation time 

is long and within that time the temperature slightly fluctuate though the chip 

temperature is being maintained by the controller and is within set temperature range 

(less than 0.5 "C) all the time. 
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1 Experimental Results 

5.1 Raw spectrum from the CCD 

Figures a to e in the fig. 6 show raw results, after dark subtraction, from the 

experiments. The curves in blue in the figures show spectra, or histogram with a bin 

width of 1 , and the curves in red are pixel usages, or integral of histogram, as a 

function of energy, or counts. In order to make sure that all the CCD operations were 

under single photon mode, we checked pixel usage for each shot. It is found that total 

environmental photon number other than objective lines from the targets are higher 

than expectation estimated from “the previous 100 TW experiments” conditions and 

its K a  photon production efficiencies, and also found that there is relatively strong Sn 

and Pb lines excited by (environmental) gamma flash, in which the Sn &2 and 1 lines 

(25.19 keV) are strongest (fig. 6, and in sec. 5.2). As seen in every figures in the fig. 

5, the shape of spectra has very different from the spectra on lower laser energy shots 

[7,21,22], and have very significant large slope due to the gamma flash and 

bremsstrahlung x-rays, even though these experiments used thicker filters, that 

modified the spectra at the CCD from those at the target. Figure 6 is a horizontally 

magnified spectrum of fig. 6f. The lowest curve in grey in the figure is the raw 

spectrum or a histogram with bin width of 1. Signals in bottom in red show expected 

Mo K,, and K, lines. The Mo K,, and K,-, line groups are, respectively, located around 

800,900. The other curves above the raw spectrum in the figure are examples of 

binning process, with several bin width and starting locations, whose details are 

described in sec. 6. 
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5.2 Fluorescence background x-ray (photon pumped) 

There are several sources of x-rays, contribute to the background noise of the 

CCD: 1). Bremsstrahlung from escaped hot electron from the target hit at the target 

chamber wall and around the CCD; 2). Gamma pumped fluorescence from target 

chamber. From the other experiments on the Petawatt laser, about 1 % of total 

energetic electrons produced in a target was determined to escape from it reach 

beyond the inner target wall, thus produce bremsstrahlung x-rays. As will be 

described in the discussion section, the tin and lead inside the CCD camera will be 

excited by severe gamma flash in these experiments, and have been actually 

observing these lines even though there are no such external materials located near the 

targets and the CCD, and the cross-sections of photon pumped K-shell excitation are 

low. 

In order to confirm the origin of the line that is not from the Mo &s offset by 

uniform background (relatively large number of background photons hit into each 

CCD pixel) to be appeared as the 25 keV line, we had the same CCD camera tested 

under a 5 MeV linac x-ray environments, used as a “Petawatt background x-ray 

simulator,” and reproduced the signal located at the same energy even though there is 

no Mo target. Figure 5 shows the spectra (histograms) of the linac test (fig. 5 f )  and 

those of “real” data shots (fig. 5a-e). The hard x-ray spectrum on Petawatt 

experiments is determined by measurements using radiochromic films and thermo- 

luminescence dosimeter (TLD) [5 ] .  The photon numbers from the line amplitude are 

well agreeable with an estimation, assuming an amount of Sn contained in solder on 

the circuit board in the CCD camera housing and the solid angle of the tin to the CCD, 

- 15/31 - 



I Kaz K-shell UCRL final. 1 
r 

determined by spatial relationship. These lines cannot be seen by a regular efficiency 

calibration procedure (using IwCd source) since the radio active source is not enough 

strong to photon-pump these lines to appear. It is clearly shown that the observation 

system for these experiments should be tested carefully under high x-ray fluency 

environments to avoid “line contamination.” The spatial relationship between the tin 

around the CCD and the CCD chip is fixed in the CCD housing, and is not affected by 

experimental set-up. Which means, in other words, acquiring efficiency of these 

photons emitted within the housing is constant over the experiments though the 

excitation flux (gammas produced at the target) of these tin K, is changed by the filter 

(blemstrahlung from the chamber wall might be not affected by the filter thickness if 

the other condition remain same,) in contrast to the Mo lines from a target, whose 

attenuation is changed by the filter thickness though the (electron) excitation of Mo is 

not affected by the filter thickness change. The observation of the K, lines from tin 

around the CCD and of the Mo K-shell lines from the target could be complementary. 

Using a Sn filter is not advisable since we can use this tin excitation as a monitor 

(though the current status is crude) of the environments so that the gamma flash level 

is consistent over the experimental series. 

6 Processing and analysis 

In real experiments, background components in the spectrum from the CCD 

have fast changing (high frequency) components which look random with a standard 

deviation of amplitude of -9 around the Mo K a  and KP lines, and slow changing big 

slope base line (slope) components. Expected signal levels, derived from the filter 
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conditions in the table I and the K-shell photon production based on the “universal 

curves” in the Fig. 3, are small, we had evaluated binning process on simulated 

signals, which consist of signals of several photon level and backgrounds, to know 

behaviors of analysis process to obtain photon numbers for K a  and KP photons of 

Mo. 

6.1 K-shell line binning process simulation 

In order to evaluate the binning or “slumming” process of Mo K-shell 

photons, signal from the CCD contains K-shell photons and background noises, are 

assumed and tested effects of changing the bin width and starting point for each bin, 

or center of each bin, since their responses for low photon level were not obvious. The 

assumed signals consist of uniform constant offset of 150 counts, a white Gaussian 

noise with 0 = 9 counts, which is about in same level in the experimental results 

around the lines of the signals, and K-shell photons. The conditions having K-shell 

photons of 10,20,40,60 and 90 for each K, and & line groups has been tested. Total 

number of K, photons and Kp photons are to be set equal and line intensity ratio 

within each K, and I$ lines group are proportional to the tabulated line ratio in table 

11. This assumption is reasonable since we need to use considerable thick filter for the 

CCD in actual experiments so at the CCD, K, and K, photon number are modify to be 

almost identical. Estimated K a  / KP ratio for “real‘, filter conditions are shown in the 

table I. The fig. 7 shows examples of effects of starting points for each bin with a bin 

width of 13, which are relevant to actual data processing condition. Each curve shows 

different bin starting location, or center of the bin condition, and in some bin starting 

condition, the signals cannot be seen, though all the bin width were the same. We can 
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expect that if we choose suitable bin width, we can raise the signal clearly even 

though photon number of signal is considerably low. 

However, calculated areas of the peak area, defined as S1 in the fig. 9, in 

binned curves typically register higher number than the supposed signal. This is 

occurred mainly due to the peak broadening by binning and the base width of the peak 

is enlarged several times in the same order of bin width, which are wider than 

objective line group width. In order to correctly estimate the peak area, we calculated 

base line, and the area, defined as S3 in the fig. 8, above the base line is calculated. 

These areas, S 1 and S3, depends on starting bin location even though the bin 

width is same. In order to avoid subjective results affected by selection of a starting 

bin location, due to a selection of starting bin location, we calculated areas for each 

binned curve having different starting bin location, and then averaged these areas over 

all the starting bin locations. This averaging process eliminates an effect of start bin 

location, and gives a unique value, which independent of a starting bin location. In 

this paper, we call the averages of S1 and S3 as 

confirmed that the value of averaged S1 and S3 will converge to the 3 and 

large signal region, but for a small signal condition, S 1 does not register right value, 

or registers “constant floor.” The standard deviation (CY) of the S3s could be used to 

evaluate the “convergeness.” 

and a, respectively. We 

in 

The eV/count number is consistent among the different shots and the locations 

of the line don’t change very much. We chosen a location and a width to calculate the 

number of K-shell photons within it as that the width is narrower than the peak seen 
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on the binned graph but enough wider to contain all the lines of groups and location to 

be set to the center of the peak. 

6.2 Results of K-shell line binning process simulation 

Figure 9 shows the response of the binning process as a function of bin width 

for the cases, input photon numbers of a). 10 pixels, b). 20, c). 40, and d). 90. In Fig. 

9d, an 3 and an 

example. 3 registers much higher phtons# than s3 or assumed level, however, the 

ratio of the difference between 3 and 3 to the signal level will decrease for large 

photon# case, and will converge to a same number. In the fig. 9, KP signal can be 

seen smaller bin width than K a  because KP3 and 1 contain 85 9% of the total KP 

intensity and are located very closely together within less than one count. K a  signal 

intensities is more evenly distributed, e.g., 34.4 and 65.6 % for Ka2 and K a l  lines, 

respectively, so the K a  signal processing needs larger bin width of 4.7 counts than for 

KP to contain Ka2 and Ka. We found that for weak KP signal, restricting the band 

width (bin width,) which gave up KP2 and 4 which contain 11.86 and 2.56 9% of total 

KP intensity, is more favorable to reduce noise than to cover whole the KP line 

for a same assumed signal level of 90 pixels are shown as an 

A response function of the binning process, e.g., photon number given by the 

binning process, or output photon numbers versus input or assumed photon, is 

obtained by plotting the s3 at the specific bin width as a function of input signal. 

Figure 10 shows the response function of s3 for a bin width of 11, which is relevant 

to actual data processing. In low signal level, there is “floor” seen in the figure. K- 

c 
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shell intensity ratios for relevant lines are shown in the K-shell intensity ratio column 

in the table I. 

6.3 K-shell photons production efficiency 

Figure 11 shows K a  and K, photon production efficiency from unit laser 

energy into I& and I$ photons, plotted as a function of the front layer thickness, in 

top axis, or front layer surface density p, in the bottom axis. In data analysis for “real” 

experimental condition, we used 3 1 -points binomial smoothing function [23] and a 

simple 21-points moving average after it. The points in blue in the figure represent K, 

production efficiencies, use the left axis, and the points in red correspond to K, 

production, on the right axis. The right axis in the figure is scaled 0.18123,I$ / I& 

intensity ratio, of the left axis, SO that the reading at the left axis for the K, points 

directly gives K, equivalent numbers for the K, plots. Some of K, data processing did 

not give meaningful results because K a  signal is less prone to be affected by noise 

though the photon numbers of K, and Kp are in a same level, as predicted in section 5. 

There are good agreements between these K, and 5 results. The K, production 

efficiency for these experiments are determined to be 0.7-2.5~10’ K,/str per unit laser 

energy. The error bars are obtained from the standard deviations (lo) of the S3s. The 

blue, green and red curves in the fig. 11 are, respectively, 100 % laser-electron 

conversion efficiencies for a temperature of 2 MeV with Boltzmann, Maxwellian, and 

relativistic Maxwellian distributions, quoted from the universal curves. With 

comparing these 100 % figures and actual K-shell production coefficients, we can 

c 

- 20/31 - 



11 : 1 1 AM 6/29/00 Kaz K-shell UCRL final. 1 

obtain electron production (or acceleration) efficiencies, or conversion efficiencies 

from lasers into electrons. Details of the convergence efficiency estimation will be 

discussed in the sec. 7.1. 

6.4 Results from 5 ps and 20 ps longer pulse Petawatt experiments 

We had measured Ka production efficiencies using same target structure for 5 

ps and 20 ps pulse width. In those experiments, laser energies were about the same 

level as recent 0.5 ps shots, however the intensities on the targets were different. The 

intensity and power level for 5 ps shots were determined to be 1.0+0.2~10'~ W cm-* 

and -60 TW, and 2&0.4~10 '~  W cm-* and -20 TW for 20 ps shots, respectively. In 

those experiments, noise level to the CCD spectrometer was much less, and the 

spectrometer was not suffered bad signal to noise ratio or small photon number in the 

object lines. The backgrounds were also much less level than these 0.5 ps shorter 

pulse experiments. Typical Ka photon number was from IO4 to 700. The raw data 

from 5 ps and 20 ps shots and fitted curves using the universal curves to estimate a 

temperature and a conversion efficiency, are shown in the fig. 12 and 13, respectively. 

Solid curves in the figures shows chi-square fitting results assuming a Boltzmann, 

Maxwellian and relativistic Maxwellian temperature distributions, with using 

weighting, which are determined as an inverse of the error bar width between the top 

and bottom of the error bar for each points. As seen in the plots of raw data and the 

fitting results for these data, long pulse experimental results show the fitting has good 

sensitivity for estimating the temperature as well as conversion efficiencies. The 

temperatures and conversion efficiencies for Boltzmann, Maxwellian, and relativistic 
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Maxwellian for 5 ps data sets are, 818 keV and 19.4 %, 620 keV and 20.3 %, and 353 

keV and 17.1 %, respectively, and 328 keV and 13.9 %, 269 keV 12.9 %, and 174 

keV 11.7 % for 20 ps data set. The curves for the three temperature distributions are 

almost identical with almost same conversion efficiencies though the representative 

temperatures differ. Resultant temperatures, conversion efficiencies for the 

distributions are tabulated in the table III. 

7. Discussion 

7.1 Electron conversion efficiencies from lasers into the energy carried by hot 

electrons 

From these K-shell production efficiency, efficiency of electron acceleration 

can be precisely estimated if we know the temperature of hot electrons and the shape 

of energy spectrum of the hot electrons. Though we have not understood an exact 

shape of energy spectrum of hot electron generated at the laser-plasma interaction 

area on the target, the temperature could be roughly estimated from the empirical 

relation (sec. 3.2.) Using this estimated temperatures of between 1 MeV and 4 MeV, 

and assuming the fact that the universal curves do not register much deviations among 

the distributions for this region, we can still expect that the conversion efficiency can 

be estimated without much difference even though we do not know precisely about 

the electron energy distribution shape or its temperature. We chosen a temperature of 

2 MeV and a shape of the distribution Maxwellian as a “standard” case, since the 

Maxwellian’s curves are located between Boltzmann’s and Relativistic Maxwellian’s 

distributions. Conversion efficiencies are calculated for I& and K, results for each 

c 
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data shots. The K-shell production efficiencies determined experimentally and the 

standard conversion efficiencies are shown in the table IV. Figure 14 are plots of the 

standard conversion efficiencies obtained from these experiments as well as from the 

previous experimental series. For these Petawatt series, plus and minus error bars are, 

respectively, obtained from Relativistic Maxwellian and Boltzmann condition, 

because Boltzmann gives higher values for 100 % K-shell photon production 

efficiencies than others, and relativistic Maxwellian gives lowest among them in these 

region, so the efficiency can be bracketed between these values. The electron 

production efficiencies are determined to be 47.4k18.1 % (lo,) 42.3215.7 % and 

65.2k25.6 % for 2 MeV Boltzmann, Maxwellian, and Relativistic Maxwellian 

distributions, respectively. We also calculated conversion efficiencies for 

temperatures of 1 and 4 MeV with Boltzmann, Maxwellian and Relativistic 

Maxwellian distributions, and then we obtained average efficiencies and standard 

deviations (o) using K, and Kp efficiencies together for each case. These average and 

o values for those cases are tabulated in the table V. 

If we assume that a each point in a same data set has uniform error bars, and a 

chi-square fit with a uniform weighing value (of unity) for every points, would be 

used to estimate the uniform error bar, which is square root of a value, which are 

resultant chi-square from the fit divided by number of data set. We performed this 

uniform weighting fit to obtain uniform errors for each data set. The fine dash curves 

in the figures represent the results from uniform weighting fits, and as seen in the 

figures, the curves are not very different from the fit results using weighting, and 

resultant uniform error bars are very consistent with the error bars experimentally 

r 
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obtained. This uniform weighting fitting process could be used to estimate error bars 

using smaller data set. The other curves show fit with assuming different 

predetermined Maxwellian temperature to estimate conversion efficiency for that 

temperature. Resultant uniform errors are tabulated in the table V. 

Summary over these and previous experimental series for the laser-electron 

conversion efficiencies, and other relevant parameters, e.g., relative intensities and 

temperatures, including the previous series are compiled in the table VI, and plotted in 

the fig. 15. The temperature scaling relation as a function of laser intensity is roughly 

determined to be = from the graph. These experiments are done under an intensity 

of one order higher and a temperature of 2 to 3 times higher than the experiments 

done ever. 

7.2 Low electron temperature components in spectra 

If the spectrum is assumed to be multi temperature, the energy of lower 

components are above the cut off of the 200 or 400 pm A1 font layers, because there is 

no significant difference between the different thickness. Thus we can conclude that 

there is no significantly large low temperature components in the hot electron spectra. 

7.3 Background lines and determining line relations in CCD spectrum - 
references in the background to determine absolute line relations 

There are significant amount of tin and lead inside the CCD camera as a form 

of solder, which have very large solid angle against the CCD than that of the target. 

The tracer K-shell lines should not be close to the lines from these environmental 

material elements, e.g., Pb L,2 and 1 (in stronger order, 12.6 keV,) Pb Lp5 (13.015 
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keV,) Pb L,1 (14.765 keV,) Sn I($2 and 1 (25.19 keV,) Sn Kp3 and 1 (28.47 keV) and 

Sn q 2  and 4 (29.12 keV.) The energies of the object lines should be enough high to 

have sufficient x-ray acquisition efficiency for the CCD (Si,) since its efficiency 

decreases as well as the resolution deteriorates because the Compton process 

dominates for higher photon energy. Using Mo as the tracer conforms to these 

requirements. These environmental lines are useful to determine the absolute location 

in the spectrum since dark image, background taken before a data shot, is subtracted 

from the data shot so the peak may shift if there is temperature drift between the 

image acquisitions, and in these experimental condition, tracer signals are weak so 

using the environmental “pilot” lines, which are more strong than the tracer lines, are 

more accurate to determine actual line relations or an offset level of the count value. 

7.4 Using both K, and K, enlarge working dynamic range (photon#) (ratio of K a  

and p lines) 

Using $ signals is useful in noisy environment, which dominated by both low 

energy x-rays and gamma flashes, which potentially pump higher x-ray lines. We 

experienced higher noise level than the previous “100 TW experiments.” 

Thicker filters estimated from the previous experimental conditions were required to 

reduce photon flux on the CCD chip to operate the CCD under single photon mode. 

The thicker filters modifies the intensities of the K, and p lines severely, and the ratio 

of K, to I& is getting close to unity from 0.18123 as shown in the set-up column of 

table I, since the transmission for Kp is greater; thus using only K, is no longer 

advantageous. This effect is seen in the results column of the same table that some of 
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the K, failed to obtain results, though K, counterparts for the same shots were 

successfully obtained. The previous 100 TW” laser experiments were done using 

much thinner filters, so the K@& ratio is much closer to the original ratio of 0.18123. 

Summary of the filter conditions over these and the previous experimental set-up are 

compiled in the table VII. 

7.5 Ion contribution to the Mo K-shell emission 

Effects of K-shell x-rays excited by energetic ions inside the target has been 

estimated. The motivation is ion acceleration by induced potential by conductivity 

gaps between layers in the target. The flux of electron is estimated to be more than 

l O I 4  electrons per incident laser shot from other experimental result [ 5 ] .  Assuming 

that the electrons go through within the laser pulse duration of 0.5 ps, a current of 32 

MA is inferred. If the resistance is 10 a, an acceleration voltage of up to 320 kV 

(depending on the initial location of the particle to be accelerated) will appear at the 

transition of the layers. The production efficiency of K-shell x-rays are 0.3 to 80 barns 

for 1 to 3 MeV/a.m.u or 3 .8~10‘~  to 4 . 4 1 ~ 1 0 ~  K, photonslp [24]. Which is lower than 

that for the hot electrons, 0.73 to 84 barns or 1.3~10” to 

same energy range, and x-rays from ions could not be dominant in these experiments, 

however higher current experiment will be needed to consider this point. The ion 

particle energy (MeVlnucleon) or at least energy spectrum range could be estimated 

from the K-shell line shifts, -100 eV for 10-40 MeV range, however, the shifts as a 

function of incident particle energy is not measurable in the current spectrometer 

resolution. 

K,s a proton for the 

c 
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The ratio Ka / KP will change as a function of incident particle energy, e.g., 

Mo K a  / KP = 0.192+_0.002 to 0.198+0.003 for 2.88 MeV/a.m.u. to 12.5 MeV/a.m.u. 

[25], Cu K a  / KP = 7.0 to 5.2 for 10 to 40 MeV oxygen (0) ions or 0.625 to 2.5 

MeV/a.m.u. [26]. The ions inside the target could be below that energy range and also 

due to thick filter and the not sufficient dynamic range for the lines (number of pixels 

within the CCD) of the spectrometer, the ratio measurements of Ka l  KP for ion 

energy is not applicable for these experiments. If the dynamic range for KP / Ka ratio 

measurements were greatly improved, we could estimate particle energies from 

variation of the ratio. 

8 Conclusion 

8.1 Conversion efficiencies from lasers into electrons 

K-shell photon production efficiency per unit laser energy per solid angle are 

obtained by utilizing K, and K, emission from buried Mo layer in the target, and are 

determined to be a I& yield of from 7x10' to 2.5~10' K, str" J-'(% numbers are 

converted to equivalent K, numbers). Electron production efficiencies or acceleration 

efficiencies are obtained assuming energy distributions of hot electrons and their 

temperatures. The production efficiencies are between 35 to 66 %, and mostly around 

50 %, which are higher than previous experiments done under less on target laser 

intensity and energy level condition. In the previous papers, it was concluded that the 

hot electron temperature does not change very much even laser intensity or laser 

energy changed and said that a representative hot electron temperature which 

independent from laser condition can be assumed, and there is some new high 

r 
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intensity mechanism which limit the average energy of electrons above lo1* W cm-*. 

However it is most likely due to the effects that the K-shell emission with changing 

front layer thickness does not have enough sensitivity for high electron energy region 

that far surpasses the stopping range of the front layer for electrons, seen very clearly 

in the universal curve. The conversion efficiency does not change very much in this 

region as a function of electron temperature though, a measurements of electron 

spectrum apart from the target [28], which registered very high energy components up 

to 55 MeV. Hard x-ray measurements using radiochromic film shows that there were 

40 to 50 % of laser energy were converted into hot electrons and more than 2.9 %, or 

11 J, of input energy was converted into very hard x-rays of harder than 0.5 MeV in 

forward hemisphere (backside the target) [29]. Those conversion efficiency results 

from the other methods are consistent with the results from K-shell measurements. 

8.2 Future experimental proposal 

In higher laser energy experiments in the future (from a point of view of the 

investigation rather for the high intensity physics than optimizing the irradiation 

parameter for FI application,) x-ray environments, which have higher fraction of high 

energy components, e.g. , gamma flashes which already suffers our experiments, are 

expected to be worse and will have to choose experimental geometry and filter 

material conditions to control total x-ray flux to, or signal to noise (sh) ratio on the 

CCD. One of the solution will be using x-ray baffles between the target and the CCD, 

or using composite filer material, e.g., Be and Al stacked layers. In higher laser 

intensity experiments, there will be higher electron temperature, so we can expect the 

r 
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ambiguities of electron conversion efficiency due to uncertain electron energy 

spectrum shape or temperature themselves. 

From recent experiments [SI, we have observed proton emissions, which 

seems to be sufficiently energetic for FI, however we have not confirmed that the ion 

flux are scalable as a function of laser spot size (with same on target laser intensity 

level) and is need to be clarified. In these “high flux condition,” controlling to get 

more favorable s/n configuration would be crucial. 
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Table I Set-up parameters and experimental results. 
1 



L 

~~ ~ 

X-ray Energy [KeV] i [“/.I 
Pb Lp2, 1 12.61 0 11.730 
Pb Lp5 13.015 0.411 

Pb Lyl 14.765 1.780 
SnKa2, 1 25.1 92 71.560 
SnKP3, 1 28.472 12.1 10 

Si Photoinonization cross-section 

X-section [barn]Rel. Eff. Ratio [“Xi] 
776.47 5.555 25.187 
71 3.83 5.107 23.155 

479.87 3.433 15.566 
93.48 0.669 3.032 
63.78 0.456 2.069 

I CCD Efficiencv 

MO Ka2 17.374 22.400 203.54 1.456 6.602 
MO Ka l  17.479 42.700 1 190.25 1 1.361 1 6.017 

19.601 10.050 

19.671 1.752 

Table I1 Line assignments. 
2 
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Table IV Summary of 100 TW and Petawatt series results. 
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Fig. 1 Spectrum requirements for FI schemes. 5 
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Fig. 2 Experimental Set-up. 
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